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ABSTRACT

In this paper we will focus on the numerical methaavolved in solving nonlinear equation in oneiahle and
systems of nonlinear equations. First we will stuldg fixed point iteration and Newton’s method imeovariable for
solving nonlinear equation and their convergenceco8d we will examine these two methods in for isglvof
multivariable nonlinear equations which involves tracobean matrix and finally we also give an appbn of Newton’s
methods.
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INTRODUCTION

In general it is not possible to determine a zdraf oof a function f : E — E explicit with a finite number of

steps, so we have to restore to approximation msthbhis method are usually iterative [i.e. a taibsequence] and have

the following form.

Beginning with starting value oX © syccessive approximatiob(i J=12---to are computed with aid of

an iteration functiorG : E — E such thaiX'"™ = G(X').

The Following Question Arises in this Connection Aoording to [4].

How is a suitable iteration function to be found?
Under what conditions the sequenk{ei will converges?

How quickly will the sequenceX ! converges

In this seminar is to examine two different numarimethods that are used to solve nonlinear equatimne
variable and systems of nonlinear equations inreg¢wariables. The first method will look at thedd point iteration
methods this will be followed by Newton’s metho#®r each method, a breakdown of each numericaledioe and
theorems will be proved. In addition, there will §@me discussion of the convergence of the numariethods, as well
as the advantages and disadvantages of the Newtatieds.

Impact Factor(JCC): 3.6754 - This article can be denloaded from www.impactjournals.us




| 42 Dereje Negussie |

PRELIMINARIES

Some useful Definition and Theorems

Definition-1 The general form of a system of non linear systéequation is:

fi (%, %) =0
f,05,,%) =0 -
f (%, %) =0

Where eachf,,i =12,...,n be mapping a vectox = (xl,---,xn)T of the n-dimensional spac€ Rito the real

line.
The system can be alternatively be represented byefining a function mapping R" into R" by:
FOG %) = (B0 %), T (e %))
Using vector notation to represent the variablesx;, X, ,---, X, system (1.1) assumes the form
F(x)=0 (1.2)
The function f,, f,,---, f are called the co ordinate function of F.
Example: The three-by-three system of nonlinear equation

3%, —CoS(X,)X, —% =0

x*1 =81 x, +0.1]% +sin(x,) + 106 =0
107-3 _ 0

e’ +20x, +

The above equation can be replaced in the form byefining the three function f,, f,,and f, from
R’into R
1
Si(xy,.x,) = 3x; —cos(x,)x; — >
fo(x.-x, ) =x"1 —81[x, + 0.1]° +sin(x;) +1.06

- 107 -3
Silxyeox,)=e 7 +20x, 2
And fR3 - R3

F (X %,) = (F (X, %), Fo (X, %), o (X, e, X))

= (3%, —cos,) X, —%,le —-81x, +0.1]% +sin(x,),e + 20x, + 1073

)T
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Defination-2 : Let f be a function define on a sefDR" and mapping into R.The functiof is said to have the

limit L at X, writen |j) f(X) =L if given any numbere >0,a number d >0 exits with property that
X=X

|f (x) - L| < & wheneverx, 0D and ||X— X0|| <0

Mean Value Theorem

If fO[ab] and f is differentiable ob [a, b], then a numbérin such thata < ¢ <b exists such that

f'(&) = T0)-1() where CJ[a,b] is the set of all continuous function[a,b]
—a

Intermediate Value Theorem

If f O[a b] andy is any number between f (a) and f(b),thenetlis x in (a,b) for which f(x)=y
Jacobean Matrix
Let E be n-dimensional with a ba&g,€,,---,€, and corresponding coordina¥, X,,*-+, X, and Let F be m-

dimensional with baseel_,ez_,-‘-,e'm and corresponding coordinaté 1,---,X m.Let GLI E be open set and let

f : G - F ,interms of coordinate, we may written the maping

X = (X, x)
Xz_ = fz(xl""!xn)
xn_ = fn(xi,...,xn)

If f s differentiable atX [1G ,then it is differentiable at X is given by the miat

o o
0x, 0X,
of, o,
0x, 0X,

Hessian Matrix

The Hessian matrix, will be discussed in a futueop

0°f
Definition: The Hessian matrix is a matrix of second ordetigaderivative H = |:6 3
X: X
i

Such that
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9°f 9% f
X XX,
Hoo=| -
0°f a°f
o o

Norm

Definition 3: A norm on R" is a real —valued functioﬂ.” define on R" and satisfying the three conditions

below [where before O denote the zero vectdR'i

1[X/=0and |{|=0iff x=0
2||0’X|| = |a|||><1| for any scalar@ and vector x.
3.||X+ y|| < ||X” + ||y|| Jfor all vectors x and y

The quantity")(” is thought of as being a measure of the size efvééttor X and the double bar are used to

emphasize the distinction between the size of &wmtor and the absolute value of a scalar.

Three useful examples of norms are the so-cdl!,edorms”.” . for R", p=120

4, =2l

. ={31)

X[ =max{x[ti=12:-.n
Norm of Matrix
Definition 4: Let M | denote the set of all (nxn) matrix and let O deddhe (nxn) zero matrix. Then a matrix

norm for M, is real valued functiorﬂ ||which define onM,, and will satisfy the following condition for allhgn)

matrices A and B

1|A=0and|A|=0iff A=0
2||0'A“ = ‘a”ﬁ{” Jfor any scala

s|a+B|<|A+[B] and [AB]|<|A||8]
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Just as there are numerous way of defining speeifttor norm, there also way defining specific matrorm.

We concentrate three basic matrix norm special(ﬁ;jf)D M .Then

1. ||P4|1 = Max{zn:‘a” ﬂ — Maximum absolute column sum

I<j<n i=1

2. ”A“oo = Max{zn:‘aij @ — Maximum absolute row sum

I<i<n j=1

n n
2
sfal, = 22 a)
i=1 j=1
General Convergence

A sequence of vectofsx } O R" converges to a vectdX,,if for each & > Othere is an integeN (€) such that

|, =X|< & for all n=N(e).

In order to characterize the speed of convergef@ anvergent sequensg ||m Xn = X,we say that the

n-oo

sequence converges at least with orge® 1if there is a constant ¢>0 with if c<1 {f =1 and an integer N such that the

inequality||x, — x| < C||x, - X||p ,0<C <1 holds for alli 2 N
i) I f p =1, then order of convergence is linear.

ii) If p =2, then the order of convergence is quadratic.
The speed of convergence increase with decrease(@fdre C is called convergence factor

Taylors Theorem for function of one variable

If f(x) is continuous and posses continuous deieadf order n in an interval includes x=a,therhat interval

F(x) = f(a)+(x—a)f'(a)+(x—a)2%+--.+%f<n>(a)+Rn(x),me romainder term

x-a)"
can be expressed in the forR, (X) = % fM(&),a<é<x
n
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Taylor’s series for function of several variables
of
PO+ AX, X + B, X, +AX) = T(X, %500, %) +0_AX1 et
%

of 1| 92f )
— A += AN +... 4+

2 2 2
0 2f +2 o°f Axle2+---+2LAxn_len +o-
OX“n  OX,0X, 0X,,_,0X,,

ITERATIVE METHODS FOR NONLINEAR EQUATION IN ONE VAR IABLE

Fixed —point iteration

We consider methods for determining the solutioaricequation that is expressed for some iteratiootion in

the form:

g(x) = x whenever f(x)=0

(2.1)

A solution to such an equation (2.1) is said talfixed — point of the function g.If a fixed poiobuld be found

for any given g, then the every root finding prableould be solved.

The construction of the iteration function g is notque
For example iff (X) = x* -13x+18=0
Then possible choice for g(x) might be to list a &

_(x*+18)
. 909 = 13

9(x) = (13x-18)°

In this case if f (&) =0 iff &= g(f) and ¢ is said to be a fixed point of g(x).

Starting with a suitable initial valu®, to expected root, compute

X, =09(X), X, =9(x), -~ ingeneral X, =9(X,)

The sequenc{zxn} of numbers converges # under a certain condition and tiisis the required solution. This
method is calledixed point method.

Definition 2.1: A point ¢ is called a fixed point of iteration function g@) g(&) =¢ .

The following theorem gives sufficient conditiorr fexistence and uniqueness of fixed point.

The following Theorem taken from [6]
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Theorem 2.1:[Fixed point theorem]

Let g(x) be an iteration function define on the ingérval | =[a,b] such that

i) g(x)01 forall xOI
i) asg(x)<b forall x,asx<b

iii) The function g(x) is differentiable on | (impliesrtinuity on I) and there exists a positive numket such
that |g'(X)| < k <1 for all x|
Then
a) g(x) has a fixed poin¢ in |
b) fixed point & is unique.
c) Sequence generated by the rig, = g(Xn) starting with initial X, [J 1 converges to the fixed poirdt.

PROOF

a) Existence

If g(a)=aor g(b) = b ,the existence of a fixed point is obvious.

Suppose not. Then it must true thg(a) > a and g(b) <b.Define h(x) = g(X) — X,h is continuous on
[a,b] since g(x) and x are continuous on [a,b].Mover h(a)=g(a)-a>0 and h(b)=g(b)-b<0.By intermézlizalue theorem

there existsé in (a,b) for which

h(¢)=9($)-¢=0=0(s) =¢
Therefore g has fixed point.

b) Uniqueness
Supposeé; and &, are two distinct points of g(x) in I, thefy, = g(&;) and &, = g(<,).

Thené, =&, = g(&,) —9(<,) and by mean value theorem for some] (a,b).

|§z;|_ _52| = |g'(a)(§(1 _§2| < |g'(a)”51 _52| < k|§(1 _§2|
= |<t1 _£2| <|£1 _£2| since |g’(a)| sk<1
A positive number less than itself which is impob#esi

Therefore, the assumption thét and ¢, are distinct is false

Henceé, =&,
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i.e fixed point is unique.

c) Convergence
From (a) a fixed poin€ of g(x) exits g(&) =&

Xnwa = g(xn) Since g(x0 iteration function

§=9(8). ¢ is a fixed point of g(x)
= { - Xn+1 = g({) - g(xn)
=e., =(f-x,)d'(a,), a, lies betweenx, and & by mean value theorem

6. =60'(a,)skg =&,

<Ke,|

<k
= |en+1| < |en| By using the above in quality

<k’le,

<k’le,|

n+l
= |e,.| <k

&|

limg =0since |jm ML =0

noo n-o

liM|E=X,,q =0

=lmx.,,=¢

n-oo

Therefore the sequence convergé to
Theorem 2.2: Let g(I) I and |g'(X)| <k <1 forall xOI .Forx, Ol ,the sequenceX,,; = g(X,)
,n=1,2,...converges to a fixed poiftand then™ error e, = x_ —¢ and satisfies

kn
o
X

e, =
1

Proof we proved the convergence a seque{'&(g:} converges to a fixed poinf .Now we want to prove then

error estimation.

From the sequenck,,, = g(X,)
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Now |X2 - X1| = |g(X1) - g(XO)| < k|X1 - X0| [ using mean value theorem |
=%, = x| < K%, = X|
And [X; = X,| <[9(%,) = 9(x)| < KX, = x| < K?|x, = X,

= X3 = X,| < KX =X

X = Xy| < K"|X, = X,|, By induction]

By several application of triangle inequality we gg
m
Xn+m - Xn| S Z|Xn+r - Xn+r—l|

=1

& 1
n+r-.

< K™ X = X
r=1

< kn|X1 _ X0|Z kr—l
r=1

=lim xn+m—xn‘ <K =% llim Uk ™) since ket

= |E— Xn| < k”|X1 - X°|ﬁ' sincelim Xn_'_m =¢
kn
1_

Thereforeg, <

Kk |X1 - X0|
Theorem 2.3: [Convergence of Fixed Point Iteration]

If g(x) be the iteration functiorX,,,;, = g(X,) is such thatg' (X) is continuous in some neighborhood of a fixed poin

& andg'(¢) # 0, then fixed point method converges linearly.

Proof: Let €, the error in the happroximation i.ee, = & — X,
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en+1 = E - Xn+!
=9($) — 9(x,)
Then =9(é) -[g(¢) —e,g'(¢) + higher order derivative}
=e,9'($)
Sl = (g8 = ¢
eI"I

Therefore the fixed point convergence is linearly.

The following example taken from [4]

Example 1: Find the root of the functiofi (X) = 2Xx —cosx—3 =0, correct to four decimal places on the

interval [—71, 71]

Solution: first rewrite the equation in the form x=g(x)

X + . . .
X= cosx+3 ,theiteration function
Cosx+3
X)=——
g(x) >
inXx
And using fixed point theoreh'(x)| =|3NX o 1L0x0O[-m, .

Hence there exist a unique fixed point im 2, 77] and we iterate using,,, = g(Xn) with starting point

X, O[—7, 7].

7
Let Xy = E
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The Results are given in the Following Table 1

Table 1
NENEED
o| 7 _

2
1 1.5 7x107?
2 | 1.5354| 354x107?
3 | 1.5177| 177x1072
4 | 15265 88x107°
5 | 1.5201| 4.4x107°
6 | 1.5243| 22x10°°
7 | 1.5232| 11x10°°
8 | 1.5238) 6x10™
9 | 15235 3x10™*
10| 1.5236| 1x10™

Therefore, the solution & =1.5236

Example 2 An engineer might want to find the pressure ndemecause a fluid suspension of particle to flow

through a pipe, its diameter, the quantity of fitlict is to flow, and a number called the frictimstor f that has been

determined from experiment. The following nonlineguation can be computed the friction fadtar

In(RE(\/T)+14—% (D

Pl =

1 _
Jr
Where the parameter k is known and RE is so c&llegholds number, can be computed from the pipe etiam

the velocity of the fluid. Then what is the value b if k=0.28 and RE =3750.

Solution: first we have to find the suitable iteration fuinotg from () by analytic methods

eo'M\/T + 084

f
f)= let f =01and Tolerance(e =10°
o(f) 61237 0 « )
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The Results Given In the Following Data Table the Ot Put the Results

Therefore,f=0.065396136

Table 2

N f, | ligsa = fn|

0 0.1 0.041106981
1 | 0.058893019] 0.01788495
2 | 0.041008069] 0.034508069
3 | 0.075516138] 0.012560378
4 | 0.062955759% 313x10°3

5 | 0.066087062| 878x10™

6 | 0.065208764| 239x107*

7 | 0.065447557| 655x10°

8 | 0.065382071| 179x10°

9 | 0.065399987| 4.9x10°

10| 0.065395082 3.6x10°

11| 0.065396425 134x10°

12| 0.065396057| 10110~

13| 0.065396158 2.7x10°

14| 0.065396131] 7x107°

15| 0.065396138 2x107°

16| 0.065396136] 1x10°

Newton —Rapson Method of Iteration One Variable

Let X, be the approximation root of (X) and =X, +h be the correct root so thaf =0 and
0 pp X =Xy X

expanding f (X, + h) by Taylor’s series we obtain:

2

f(X,) +hf'(x,) +h7 f (X, ) + higher derivative = 0

Neglecting the second and higher order derivatigeheve:

f(x,)+hf'(x,) =0

Which gives?h = —

F (%)
(%)

Hence xa better approximation thag is therefore

_ %)
(%)
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Successive apprOX|mat|on are glven hy Yy n y XnJrl
_, _ f(x)
Xn+1 Xn f '
(%)

Equation (2) which is called the Newtons Raphsamitda

We indicate a geometric interpretation of Newtorethmd for the case that f(, and the solution being sought
are real. Geometrically, one step of Newton —Raps@thod consists of replacing the curve y=f(x) #teaight line

y=f(X,)+ f'(X,)(X—X,) which is tangent to the curve at the poliE X, ,the approximatiorX, ,, is the point of
intersection of the tangent line the curve y=f(jre pointX = X, with the X-axis.
Theorem 2.4[Convergence of Newton-Rapson Method of Iteration]

If the iteration function g(x) is such tha"(X) is continuous in some neighborhood of a fixed pdinand g'(¢) = 0,

then Newton’s method converges quadratic ally.

Proof: Now €,,, =¢ — X.,, = 9(&) —9(x,)
=9($) -9( —x,) since X, =¢ —¢,

”g () + higher order derivative

=9(<$) - {g(f) e.g9 () +—=—=

Neglecting the higher order derivative, then weehav

1 = € 97(5) ,since g(¢) =0and g"(§) =k >0
el _k
e” 2

Therefore the convergence of Newtons-Raphsoniberatethod is quadratic ally.

METHOD OF ITERATION FOR NONLINEAR SYSTEM OF EQUATIO N WITH N-EQUATION
WITH N- VARIABLE

This section is concerned with the solution of mdtaneous nonlinear equation in n —variable.
Such problems arise in a large varity of ways aauity of methods are necessarily to treat them.

We just introduce the subject give of these methodshapter -2 fixed point iteration and Newton’sthods in

one variable.
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Fixed point for n-equation with n-unknown

Suppose we have a system of nonlinear equation

fi (X, %) =0
fo(%, %) =0

fL06 %) =0

Supposethese equations have a solutiffy ,---,&,)" =&

Re write this equation in equivalent form

X = 00X, %)
X, = gz(xp""xn)

X, = gn(xi,...,xn) 32)

T
The solution (3.1) and (3.2) has the same solukin 7 $n) =< andletx® = (", x ) be the &

T —
approximation oft1+4n)" =€ ith construction of the iteration scheme
7 =g,06% %)
L, (3.3)

(k+1) _ (k) (k)
Xn _gn(xl "”’Xn )
Equation (3.3) can be written in compact form

X (K+) — G(X(k)) ______________________

where X % = (P, )T, G(X 1) = (9,06"), .9, ()" and X® = (-, %, )

For k=0, 1, 2...
The following theorem extends the fixed point theorin chapter 2,to the n-dimensional case. Thisrtha is a

special case of the well known contraction mapping.

Theorem: Let D ={( Xl,---,Xn)T la, <% <b,for eachi =12, n} for some collection of constant

a,-,a, and b,---,b,.Suppose G is a continuous function with partiaivdgive from D 0 R" with the property

that G(X) O D whnever x[OD.Then G has as fixed point in D, moreover, supposmrestant 0<m<1 exits with
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ag; (¥)
0X.

J

m o
< —,whenever xUD for each j=1,2,...,n and each component funct@nThen the sequene@x(k)}k=0
n

define by arbitrary selectett® in D and generated byX **™ = G(X ) for each k = Oconverges to the unique

k
point § JD and Hx(k) —5”00 = :I_T—mHX(l) " H‘” . Taken from [3]

Proof: The proof is similar to the fixed point theorencimapter 2 the only difference we use the r{Hh@n

The following example taken from [3]

Example: Consider the following the nonlinear system ofa@ns

3%, —COoSK,X,) —% =0

x> =81(x, + 0.1)? +sinx, + 106=0
107-3 _ 0

e +20x, +

If the i " equation is solved fokK; ,the system can be changed into the fixed-poiritlpro

1 1
% = C0SEI) + o

X, = é\/xf +sinx, + 106 - 0.1

-1 . ,10m-3
——e _(
2C 6C

X3 = )

Let G:R® - R® e defineG(X) = (g,(X), 9, (X), 95(X))" and X = (X, X,,X;)" ,where

1 1
9, (%, X5, %) = §COSQ<ZX3) + E

9, (X, X5, X5) =é\/x12 +sinx; + 106 - 0.1

00,5, ) = 2 — (F=3
3 Xl’ 2173 20 GG

)

Using the above theorem (3.1) will be used to sttt G a unique fixed point in

D ={(X,,X,,%;)" /-1< x<1, for eachi =123}

Now for X = (X, X,,X%s)" (1D
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+ES 05
6

1
gl(xl’ X3, Xs) < §|C05*(X2X3)

|9, (X, X, , X5)| < é¢1+ sin@) + 106 +|0.] < 029< 03

1 . 10m7-3
e e 4
20 60

|93(X1’X2’X3)|s ‘S 061

So —1< 9, (X, %,,%;) <1, for eachi = 1,23.Thus G(X) O D whenever xJ D.Finding bounds for

the partial derivative on D given the following.

g, _ (00 _ [0gs] _,
‘axl‘ ‘axz‘ ‘axg‘

dag,| 1 :
While, | < =|X;[SIN(X,X;)| < 0281
! ox, 3| 3” (X, 3)|
cosx
9./ _ cosrg < 0119
0%, 18\/x12 +sinx, + 106
995~ |X2lew < 014
0x,| |20
99| _ | %o < 014
ox | |20

Since the partial derivative 0@,,d, and g, are bounded on D and),,d, and g, are continuous on D

consequently G is continuous on D.

ag; (¥)

Theorem (3.1) holds m=0.281X3=0.843<1.

< 0287 for each j,i = 1,23 and the condition in the second part of

Moreover, for everyx 1D,

Therefore, G has a unique fixed point in D andrtbelinear system of equation has solution in D.

Note that G having a unique solution in D doesimptly that the solution to the original system fgque on this
domain. For example the solutia, in the above example involved the choice of thagipal square root (the positive

square root).

To approximate the fixed poirf we will choosex® = (0.1,0.1-0.1)" .The sequence of vectors generated by
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1
®)

Xy )+
3)2

(k+1) _ (k)

1
% = ~cost

0" = )7 +sinx® +106- 01

G —_le_xl(K) MO (107T—3

3 20 60 )

The sequence was generated until k was found wlighance:

£= Hx(kﬂ) —x(®)

<10®

The Results are Given in the Following Table

Table: 3

(k) (k) (k) (K+1) _ (K)H
X1 XZ X3 HX X o

0.1000 0.1000 -0.1000
0.49998333| 0.0094411 0.523101p7 0.423

0.499999593 0.0000255F 0.52336331 9.4x107
0.50000 | 0.00001234 0.52359847 23x10™
0.50000 | 0.000000008 -0.52359847 1.2x107°

0.500000 | 0.000000002 -0.52359877 3.1x10~"

~ [OT

W

a|ldh|lw|N (RO A

N

Hence = (0.5,0.000000002- 0.5235987Y" .But the actual solutiorp = (0.5,0,_—677)T

Convergence Analysis of Fixed Point

Let us consider the system of equation

fl(xl"”’xn) =0
ROgx)=0 (35)
fn(xl"“’xn) =0

And suppose the system of equation have the solutio
(&, &) =¢

Rewriting (3.5) in equivalent form
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X = gl(xl’“"xn)
=0, (%1 %,) .

Xn = gn(xl’“"xn)

The iteration scheme can be written as:

X" =g, (%", ")
et et (37)
Xn(k+1) — gn(x1(k) (k))
T —
And we have(fl’m’{”) =< is a fixed point of (3.6)
=0,(¢1040)
: (3.8)
fn = gn(gl’“"fn)
Now subtracting (3.7) from (3.8) we have,
$i X1(k+l) =0,($ 0 ¢0) - gl(xl(k) ' Xl(k))
& =% =00 (&0 &) = a0 %)
&-x" " =06 %" 6 =% ™)
N .
fn (k+1) = g (E]_ y’ )En - Xn(k))
And we have that
&5 = (& =) 0 (6 =) %) = 9,6 e %, )
--------------- (3.9

En (kﬂ) = g ((El_xl(k))+xl "(5n _Xn(k))+xn(k) _gn(x(k)l"”’xn(k))

since &=x® +e and ¢, =Xi(K)+q(k) Expanding (3.9) by Taylors series of several véeiabat

x®) :(Xl(K),-~-,Xn(K)) and neglecting the second and higher order devivatiterm to
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o9 9y 0%
HE, xfba&M

)= (%" %)

g(l k+) _ gl(xi(k) (k)) +(<(1 _X:L(k))
-~ @0

e HE, &‘”)aiik) +=0, 0%, %,")

2%,

&% =g,04" )+ (& %) = o

In matrix form, the error equation becomes

9g, (x™) 9g,(x™)
E-x) | o T o [&nY
M n
- _____________ (31])
£ —x® ag, (x*) a9, (x™) & —x®
n aX(K) cee ax1(K) n n
1
%, . 9%,
0x, 0X,
Let J(XW)= & "
9, .. %
ox, 0X,

Which is the Jacobean matrix of the functiorg,,---,g, at X .
Let W, = (¢ “?,- x “)T W = (Y, % )T then we can write
E-Wy = I(XW)(E-W)——————————— - ——— (312)

In (3.12),if W, is closed taf ,then J(X™) will closed to J(¢).

This will make the size of] (¢) crucial in analyzing the convergent in (3.12) @mlays in the role ofg'(£) in
the theory of chapter -2.To measure the size okther £ — W, and matrixJ(X(k)) we will use the vector and matrix
norms” ||oo

Returning to (3.12) we have

<1

00

Hence the convergent of fixed point is linear amel iteration for two unknown converges wﬂdrﬁx(k)

for each iteration.

In order to convergences to be rapid enough to ntlakemethod advisable in any given it is necessahiat
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quantity ||J||oo be much less than 1
Newton’s Methods
We extend the method derived for single equatfofx) = O to a system of nonlinear equation.

Consider a system of n-nonlinear equation in n-omkm

fi (%, %,) =0
fz(Xl,---:,Xn)=O __________________________________ (3.13)
fo (X0 %,) =0
Regarding the argumentsX;,---, X, as n-dimensional vectorX = (Xl, e Xn)t .The entries
f,,---, f, As n-dimensional vector function arfd(x) = (f,,---, fn)T .We can write (3.13) compactly as

Let X® =(x",--,x,*)T isthe k™ approximation of the rook = (x,,-+-,X,)" of the vector equation

can be represented as

Xx=x9 40 oo (315

Where el = (&, -, en)T is the correction or the error of the root
From (3.14) and (3.15),we have that ;

F(x® +eM)=0-===—m e e (316)

()

Our aim is to find the value o&™® using thek™ approximation X so that(k +l)th approximation is better

than thek™ approximation.

x(®)

Assuming F(X) is continuously differentiable in the domain canitag X and and expanding each

f.(x* +e!) using Taylor's expansion for function of severatiable aboutX “.

fl(xl(k) +el(k) +"'+Xn(k) +en(K)) - fl(X ""’Xn)

() )
+ of, (x el(K) +...+% + higher order
X

axl(K) )

n

In the same way exparfg (X +e®),...upto f, (x® +e").

. k . . . k . .
Slnceq( ) are relatively small number, neglecting square ldiger power ofq( ) we obtain a system of linear

NAAS Rating: 3.00- Articles can be sent teditor@impactjournals.us |




| Numerical Methods for Solving one Variable and Sysims of Nonlinear Equations 61 |

equation as follow

of, (x® ) of, (x* _ ®) ®)
alx—l(k)el +”'+W__fl(x1 v Xy )
T LT (317)
of,(x*) of,(x®) _ (®) )
axlTel +”'+T__fn(xl X )
More compactly can be written as:
F(x)+F'x)e"Y)=0--——--------------—-—-———— (318

Where F '(X(k))can be considered as the Jacobean Matrix and it denoted by

afl(x‘k)) afl(x‘k))
axl(k) axn(k) (k)
J(X(k))Z : = &X(k)) ,i,jle,"',n
afn(x(k) afn(x(k)) an
ax;k) ax ®

And F(X(K) = [ fl(xl(k),"';xn(k)):"'y fn(xl(k)y"'!xn(k))]T-
Assuming the matrix J(X (K)) is non singular from (3.18) it follows
el = J X MY F(X K ) m e e e (319

Which is the value of the correction interims of X" .Since e®) = x** — x®) Then (3.19) becomes

Xk — 3 () —J"l(x(k))F(X(k)) (3.20)

Equation (3.20) is called Newton’s method for nontiear system of equation.

A definite weakness in the Newton’s method procedanises from the necessity of inverting the mai(ix) at

each step. In practice, the methods is performedtwo step manner, first a vector Y

Is found which satisfy

JXO)Y=-F(XW)-=mmmmm oo 32)

X(k+l)

After this has been accomplished, the new approxintian can be obtained by adding to

x®)

In equation (3.21) we solve for Y by linear systefrequation by direct methods if the system is $madl by

iterative methods if the system is large for edehation. The convergence of Newton's method dependthe initial
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approximatior»((o)
Example: a) Take one step from a suitable starting poittt Wewtons method applied to the system
10x+sin(x+y) =1

8y-cos(z-y) =1
12z+sinz=1

Suggest for fixed point methoat©*? = G(X(k)) and how many iteration are required to obtain latem

correct to six decimal point from starting poin} (a

Solution: we have the system of equations

f,(X,y,2) =10x+sin(x-y)-1=0
f,(x,y,2) =8y -cos’(z-y)-1=1
f,(X,y,2) =12z+sinz-1=0
To obtain a suitable starting point, we use the appximation
sin(x+y)=0
cosgz-y)=1

sinz=0

And obtain the given initial approximation

w =L -1 ;=1
o1 YTy ° 12
We have
10+cosi+y) cosix+y) 0
J () = 0 8-sin(2(z-y)) sin2(z-vy))
0 0 12cosz

10939373 0.939373 0

And J, = 0 8.327195 -0.327195
0 0 12996530
0.091413 -0.010312 -0.00026 0.344289
J, = 0 0.120089 0.003023 |, F, =| 0.027522
0 0 0.076944 0.083237
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Using the Newton’s method

X(k+1) — X(k) -J —1(X(k))|:(x(k))
We obtain k=0

X® =X -37F,

Hence X, =0.0689y, = 0.246443z = 0076929

we can write a fixed —point methods in the form

w1 :

¥ (k+) :_10[1—sm(xk + Y )l = 9. (Xes Yir Z)
w1

y (e :g[l—cosz(zk =Yl = 9, (% Vi, Z)

+ 1 1
AN :E[l—smzk] = gg(xk'Yk'Zk)

T
. e o 111 , L
Starting with initial approxmanon((o) = (— —,— | ,we obtain the sequence of iteration.

10'4'12
x® = (0.06571Q0.2465600.076397"
x®? = (0.0692780.2464150.076973"
x® = (0.0689520.2464450.076929"
x® = (0.0689780.24644420.076929"
x® = (0.0689780.2464420.076929"

Hence, the solution correct to six decimal placgbigined after five iteration.
Convergence of Newton’'s Method

Newton’s method converges quadratic ally. Wheniegrout this method the system converges quietdhapi
once the approximation is closed to the actualtmwiuof the nonlinear system. This is seen as adge because
Newton’s method may require less iteration, compdceanother with a lower rate of convergence txhea solution.
However, the system does not converge, this icatdi that an error in computations has occurred, olution may not

exist.
In the following proof, we will prove that Newtonfeethod does indeed converge quadratic ally
Proof of Newton’s Method Quadratic Convergence

In order for Newton's method to converges quadrallig, the initial vector X O must be sufficiently close to a

solution of the system F=0, which is denoted dyAs well, the Jacobean matrix at must not be saguhat isJ(X)_1
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must exist. The goal of this proof to show that

[xor -
o

We have

= A WhereA denote any positive constant

He(k+1)

=X == =3 R4
:HX(K) —E—J'l(X(K))F(X‘K’)H
we sefe®] =[x ~¢]

— He(kﬂ)

= e =3 (XN E (X (3.22)
Next we define the second —order Taylors series as

FOXR) 2 F@+ G+ L @) 1 @) (3.23)

9°f
Where J (X(k)) is the Jacobean and [—1— We then have to multiply each side of the Tayl@ses by
i

0x;0X;
J which yields
I (XY DIYF(E) + I(X)e) +%(e("))T H e%]

=e® + % I M) HEW ————m e e (324)

Using (3.22) and (3.24), we obtain our last resultich that

HX (K+1) —f” — He(k+l)

= HEJ (&) H(e®)
2

<2l

He(K+1)

2
[

=

< HJ ‘1H||H |=2>0

This show that Newton’s method converges quadadijc
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Advantages and Disadvantage of Newtons method

One of the advantage of Newtons method is thatamtomplicated in form and it can used to solwaaty of
problems.The major disadvantage assocaited withtdlesamethod is that

J(x),as well as its inversion has,to be calculdtedeach iteration.Calculating both the Jacobiartrimand its
inverse can be quite time consuming depending ersitte your system.Another prolbem that we mayHa#langed with

when using Newtons method is that it may fail tonerge.If Newtons method fail to converge this walsults in
oscillation between points.

CONCLUSIONS

From this seminar,it is safe to say that numenathods are a vital strand of mathematics.They poseerful
tool in not only solving nonlinear algeberic andnicedental equations with one variable,but alstesyof nonlinear
algeberic and transedental equations.Even equatioegstems of equations that may look simlistiddnm,may in fact
need the use of humerical methods in order to beeddn this paper,we only examined two methods gy there are
several other ones that we have yet to take ardiosk at.

The main results of this paper can be highlightetbitwo different areas:Convergence and the rblewtons
and fixed point iteration methods.With regards ¢mergence,we can summarize that a numerical metfitbda higher
rate of convergence may reach the solution of tesy#n less iteration in comarsion to another metivith a slwoer rate
convergence.For example,Newtons method convergexratically and fixed point iteration method comes
linearly. The implication of this would be that givéhe exact nonlinear system of equations denoge€ Mewtons method
would arrive at the solution of F=0 in less itepatcompared to Fixed point iteration method.

After all the material examined in this seminar@ea conclude that numerical methods are key contportbe
area of nonlinear mathematics
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